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Abstract—Most distributed control results utilize the benchmark
consensus algorithm, which is built on the well-known Laplacian matrix
whose nullspace spans the vector of ones. Since this algorithm is the key
building block for many distributed control architectures, extensions
of this algorithms are also predicated on this Laplacian matrix. To
this end, we explore how one can generalize the Laplacian nullspace,
which can span any vector with positive elements, to pave the way
for composing complex cooperative behaviors in multiagent systems.
Specifically, a new Laplacian matrix is introduced for undirected and
connected graphs that generalizes the well-known, standard Laplacian
matrix, where it is based on a desired, user-assigned nullspace. We
first give the mathematical definition of this Laplacian matrix and
show that it inherits some fundamental properties of the standard
Laplacian matrix. We then present distributed control architectures for
convergence to the desired nullspace and for convergence to a specific
vector within that nullspace. Finally, an application of the proposed
Laplacian matrix to formation tracking and scaling problem is given.

I. INTRODUCTION

Various applications of multiagent systems in civilian and
military domains such as surveillance, reconnaissance, ground
and air traffic management, payload and passenger transporta-
tion, task assignment, rapid internet delivery, and emergency
response, to name but a few examples (e.g., see [1]-[5]), are
developed based on the distributed control architectures that
are built on the well-known Laplacian matrix whose nullspace
spans the vector of ones (e.g., see [6]-[18]). To elucidate this
point, consider the consensus algorithm over undirected and
connected graphs with scalar integrator dynamics given by
Ei(t) = =2 (zi(t) — x;(t)), where z;(t) denotes the
state of agent ¢, 2 = 1,..., N, and ¢ ~ j indicates that agents
i and j are neighbors. Defining x(t) £ [z1(1),...,zn(t)]T,
one can compactly write the overall dynamics as #(t) =
—Lax(t), where £L = D — A is the Laplacian matrix with
D € R™™ ™ standing for its degree matrix and A € R™*"
standing for its adjacency matrix (we also refer to the first
paragraph of Section II for details on notation). In particular,
the spectrum of the corresponding Laplacian matrix can be
ordered as 0 = A1(£) < X2(L) < ... < A(L) (A2(L) s
the Fiedler eigenvalue determining the convergence rate), the
null-space of this Laplacian matrix spans 1, = [1,...,1]T
(1, is the eigenvector corresponding the zero eigenvalue
A1(£)), and lim;— o0 2(t) = c1,, with ¢ being a scalar (the
consensus value). Note that the above consensus algorithm
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is the key building block for many distributed control archi-
tectures including but not limited to formation architectures,
pinning architectures, containment architectures, and dynamic
information fusion architectures. As a consequence, all these
extensions are also predicated on this Laplacian matrix with a
nullspace spanning the vector of ones. The following question
is now immediate: To pave the way for composing complex
cooperative behaviors in multiagent systems, can we general-
ize the Laplacian nullspace such that it can span any vector
with positive elements?

In this paper, we address the above question. Specifically,
where we introduce a new Laplacian matrix for undirected and
connected graphs that generalizes the well-known Laplacian
matrix (hereinafter referred to as the standard Laplacian
matrix) whose nullspace spans the vector of ones. The pro-
posed Laplacian matrix is based on a desired, user-assigned
nullspace. The mathematical definition of this Laplacian ma-
trix is given and shown that it inherits some fundamental
properties of the standard Laplacian matrix. Next, distributed
control architectures for convergence to the desired nullspace
and for convergence to a specific vector within that nullspace
are presented. Finally, an application of the proposed Lapla-
cian matrix to formation tracking and scaling problem is given.

Note that the authors of [19], [20] also investigate how
to drive a given multiagent system to different Laplacian
nullspace for undirected and connected graphs. They utilize a
similarity transformation onto the standard Laplacian matrix to
change its resulting nullspace, where this process leads to the
same, standard degree matrix but to a new adjacency matrix.
In contrast, the approach of this paper is based on keeping
the same, standard adjacency matrix and altering the degree
matrix instead. In other words, considering a distributed
control architecture developed based on the standard Laplacian
matrix, one can simply add self-loops to that architecture to
achieve convergence to a given user-assigned nullspace based
on the results of this paper; however, the results in [19], [20]
require the exact knowledge of each neighboring agent states
for the same purpose.

II. NEW LAPLACIAN MATRIX AND THE NULLSPACE
CONVERGENCE PROTOCOL

We begin this section by recalling some graph-theoretical
notions (e.g., see [7] and [21] for details). In particular, an
undirected graph G is defined by a set Vg = {1,..., N} of
nodes and a set &g C Vg X Vg of edges. If (i,7) € Eg, then
the nodes ¢ and j are neighbors and the neighboring relation
is indicated with ¢ ~ j. The number of agent ¢’s neighbors is
its degree and denoted as d;. The degree matrix of a graph
G, D(G) € RY*N is then defined by D(G) £ diag(d) with



d=ld,..., dN]T. Furthermore, a path ig71 ...%7 is a finite
sequence of nodes such that i1 ~ig, k=1,...,L, and a
graph G is called connected when there exists a path between
any pair of distinct nodes. The adjacency matrix of a graph
G, A(G) € RY*¥N s also defined by [A(G)]i; = 1 when
(i,7) € Eg and [A(G)]:; = 0 otherwise. Finally, the standard
Laplacian matrix, £(G) € foz\], is defined by £(G) £
D(G) — A(G) with span{1} being its nullspace.

A. The New Laplacian Matrix

Consider a multiagent system with N nodes communicating
under a connected and undirected graph G with the standard
adjacency matrix A(G). Let w = [wr,...,wy] € RY be
a vector with positive elements (i.e., w; € Ry for all ¢ =
1,...,N), which is the representative vector for the desired
nullspace span{w}. We define the new, altered degree matrix
D(G,w) as a diagonal matrix such that

[D (G, w)i Z ”wJ= ()
j=1 ing o

or equivalently,

D (G, w) £ diag(A(9) eRVN. (2

w)(diag(w)) ™!
For simplicity, we now write D for the new degree matrix
defined in (2) and A for the standard adjacency matrix in
this section, unless stated otherwise. Next, we define the new
Laplacian matrix with the desired, user-assigned nullspace
span{w} as

L(G,w) 2D — A = diag(Aw)(diag(w)) "' — A.  (3)

Note that when w = 1y, £(G,w) = L(G), where L(G)
is the standard Laplacian matrix. For the standard Laplacian
matrix, wz—wj:w—_'—lforallzj_l , N; thus,
the degree of agent ¢ is simply the number of its nelghbors
For the case where w # span{1y }, agent ¢ requires w; value
either by default (i.e., preprogrammed) or through information
exchange. In what follows, we investigate the properties of the
new Laplacian matrix £(G,w).

We first show that £(G, w) is a positive semidefinite matrix.
For this purpose, consider the quadratic form of the new
Laplacian matrix

e L(G, w)x =z" (D — A)z
=zT ( diag(Aw)(diag(w)) ™" — A)z

S (Y u) - ¥ o,

=1 \i~j (4,4)€EEg
3 ( L) - ¥
(i,7)€Eg (i,5)€Eg

(1/“’%1 il xj) >0, (@)
(o
(i,7)€Eg

Therefore, £(G,w) is a positive semi-definite matrix. This
implies that 0 = A1 < A2 < < Ay, where \;,
i = 1,...,N are the eigenvalues of the new Laplacian

matrix £(G,w). In this paper, the indices of eigenvalues of
the new Laplacian matrix follow the above order, unless stated
otherwise. In addition, the last equality in (4) can be rewritten

as
2
.’Ej) > 0.
Q)

T L(G,w)x = Z |Wj|-%'i el
4 |w |w;
(i,5)€€g

Hence, (4) holds as long as all elements in w are nonzero
and shares the same sign. That is, the new Laplacian (3) is
defined under any vector w with nonzero elements and share
the same sign (The result for w with nonzero elements and
arbitrary signs will be presented in a future research). We note
also that span{w} is in the nullspace of £(G,w) as

L(G, w)w = diag(Aw)(diag(w)) 'w — Aw
=diag(Aw)ly — Aw = Aw — Aw = 0p. (6)
In fact, span{w} is the nullspace of £(G,w), which can be
shown by contradiction.
Next, we assume orientation of each edge is assigned arbi-

trarily and define the new incidence matrix E(G) € RV*™
with m being the number of edges in the graph G as

_ w
w;

(B = w;

w;

if v; is the tail of the edge ex = (i, 7)

if v; is the head of the edge e, = (i, )

0 otherwise
@)

where ¢+ = 1,...,N and k = 1,...,m. Therefore, the last

equality in (4) can be rewritten as

TL(G, w)x = <\/w73$1 \/UT:CJ>
@, J)Gfg
=IE(G) |3
=z E(G)E(G) z > 0. ®)

As a result, the new Laplacian matrix can now be rigorously
defined in a similar way as the standard Laplacian matrix

L(G,w) =D~ A=E@G)E(@G)". ©)
We are now ready to state the following theorem.
Theorem 1. The graph G is connected if and only if A2 > 0.

Due to page limitation, the proof of this result will be re-
ported elsewhere. For interested readers, we note that L (G, w)
and E (G) have the same nullspace. Hence, the proof follows
in the same spirit of Theorem 2.8 of [7].

We now illustrate this result with an example. Consider an
undirected and connected graph G with 4 nodes as shown in
Figure 1(a). The adjacency matrix A of the corresponding
graph G is

(10)

o o= O
== O =
o O = O
[ e i )



(®)

Fig. 1. (a) An undirected and connected graph G with 4 nodes and (b)
its oriented graph.

Let w = [1,2,3,4]T. Then, the modified degree matrix is

D £ diag(Aw)(diag(w)) ™" = diag([2, 4, 2, 1]).

)37 2

(11)
As a result, we obtain the new Laplacian matrix in the form

2 -1 0 0
-1 4 1
0 -1
0 -1

1

L(Gw)=D - A= (12)

0
1
2

O win |

In addition, we can assign the orientation of the edge as
in Figure 1(b) and construct the new incidence matrix E(G)
based on (7) as

V3

0 \f 0

0 0 1

EG) = (13)

It can be readily verified that £(G,w) = E(G)E(G)™.

B. The Nullspace Convergence Algorithm

In this section, we introduce a new distributed algorithm
for multiagent networked system to converge to a desired
nullspace and discuss the stability of this algorithm. In partic-
ular, consider a multiagent system with N agents exchanging
information according to a connected and undirected graph G
and operating under the following distributed algorithm

zi(t) =

_Z<wx1(t)—mj(t)>, 2:(0) = zi0, (14)

Y 1),

or equivalently,
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Fig. 2. The initial vector = is projected onto the nullspace represented
by vector w.

.731‘(0) = Z0- (15)
Above, x;(t) € R stands for the state of agenté,¢ = 1,..., N,
and w; € R4 stands for the element ¢-th of the desired
nullspace w £ [w1,...,wy] € RY.

For stability discussion purposes, let x(t) =
[z1,. .. ,a:N]T € RY be the aggregated vector. Then,
one can compactly write (15) as

() = —L(G,w)z(t),

with £(G,w) being the new Laplacian matrix defined in (3).

z(0) = zo, (16)

Theorem 2. Consider an undirected and connected graph G
with N nodes and the new Laplacian matrix £(G,w) defined
by (3), where w is a vector with positive elements. Under the
distributed protocol given by (15) or the compact form given

by (16), z(t) exponentially converges to (ﬁ’wﬁg)w

The proof of this theorem can be shown by investigating the
explicit solution of (16) and utlhzing the fact that £(G, w) is
diagonalizable. Note that (‘ o] ﬂiﬁ;’ waHQ is a vector
projection, which indicates that under the protocol (16), the
initial vector x¢ is projected onto the nullspace of £(G,w)
(i.e., span{w}). Figure 2 simply illustrates this viewpoint for
a network with two agents. In addition, the ratio between two
agents can be viewed in term of angles. Let 6;; be the angle
between x;-axis and the desired nullspace, then 6;; = 7/2 —
0i; and tan(f;;) = 42 = 1/tan(0;;). This fact shows that
the standard Laplacian matrix is a special case where 6;; =
0j; = /4 that leads to the ratio = = 7 = 1. Furthermore,

‘2)11) =

define the error e(t) £ z(t)— (1"( ”3) w. Once again, by taking
the advantage of the explicit solution of (16), it can be shown
that w™e(t) = 0, that is, e(t) is orthogonal to the nullspace
represented by w.

The proposed distributed protocol (15) generalizes a wide
range of nullspace convergence including the so-called aver-
age consensus protocol. Specifically, when w = span{1x},
then w; = w; for all 4, j = 1,..., N and the second term
of (15) is eliminated yielding the structure of the average
consensus protocol. In addition, the second term of (15) shows
that the nullspace can be changed by adding self-loops (i.e.,
modifying the degree of agent i) to the standard average
consensus protocol. While the approach in [19] and [20]



requires the exact knowledge of each neighboring agent’s state
(i.e., x;(t)), the protocol (15) only requires each agent to
know the “distance” to its neighbor(s) (i.e., (x:(t) — z;(1)).
Therefore, our approach has the potential to require less
information exchange compare to the method in [19] and [20]

III. NULLSPACE CONTROL WITH THE LEADER-FOLLOWER
ALGORITHM

A. Convergence to a Specific Vector in the Nullspace

In this section, we extend the result of Section II to its
leader-follower version and show that this new algorithm can
be directly applied to drive the multiagent system toward a
specific vector in the nullspace of the new Laplacian matrix.
In particular, this new leader-follower algorithm is different
from the standard leader-follower algorithm in the sense that
while the leader tracks the command, the followers arrange
themselves relative to their neighbors such that the ratios
;UJ—% = Z’—; for all (i,j) € &g are satisfied. Specifically,
consider a multiagent system with /N agents exchanging
information according to a connected and undirected graph
G and operating under the distributed algorithm in the form
given by

B0 == Y (@0 - 50+ X (1- %) o)

— ki (zi(t) — (1),

In (17), z;(t) € R stands for the state of agent i, i =
1,..., N, w; € Ry stands for the element ¢-th of the desired
nullspace w £ [wi,...,wy] € RY, and ¢(t) € R stands for
the time-varying tracking command with bounded time rate
of change (i.e., |¢(t)] < ¢ with ¢ € R4). In addition, we
assume that the network has at least one leader (k; = 1 when
agent ¢ is a leader and k; = 0 otherwise). Here, the tracking
command c(t) is only available to the leader(s).

Let 2(t) £ [z1,...,2n]" € RY be the aggregated vector.
One can then rewrite (17) as

:Ez(()) = ;0. (17)

(t) = —Fx(t) + K1nyc(t), x(0)= xo. (18)
In (18), F 2 L(Gw) + K € RN with K =
diag([k1, ..., kn]) € RY*N and £(G, w) is the new Lapla-
cian matrix defined in (3). We are now ready for the following

theorem.

Theorem 3. Consider a connected and undirected graph G
with N nodes and the new Laplacian matrix L£(G,w) defined
by (3), where w is a vector with positive elements. Under the
distributed protocol given by (17) or its compact form given by
(18), x(t) approaches to the neighborhood of F~'K1xc(t)
as t — oo.

The proof of this theorem is omitted due to page limitation
and will be reported elsewhere. For interested readers, it
follows by first showing that F' is positive definite, then
defining e(t) £ z(t) — F~'K1yc(t) and taking its time
derivative to obtain the error dynamics. Finally, Lyapunov
analysis can be utilized to acquire the result. Note that when
the tracking command c(t) is constant, the closed-loop error

e(t) exponentially goes to 0.

Since Fw = L(G,w)w + Kw = Kw, we have w =
F~!Kw. In addition, without loss of generality, the tracking
command can be written as c(t) = y(t)w;, where w; is the
leader’s corresponding component in the desired nullspace
vector w, then by definition of K matrix, we have K1 c(t) =
y(t)Kw. As a result, F"'K1yc(t) = y(t)F 'Kw =
~v(t)w. This indicates that under the protocol (18), z(t)
converges to the neighborhood of ~(¢)w.

B. An Application to Formation Control

In this section, we utilize the result of Section III-A and
the multiplex information network architecture proposed in
[22] to allow formation scaling and tracking in a distributed
manner. First, we note that multiplex information network
architecture describes a multiagent system with multiple layers
of information exchange including intralayer and interlayer
communication links. For the 2D formation tracking problem,
we use the standard formation translation algorithm as the
main layer and the algorithm (17) as the second layer to update
the desired relative position of each agent in the formation.
Mathematically speaking, consider a group of N vehicles
communicating with each other under a connected and undi-
rected graph and operating under the following algorithm

gi(t) ==Y ((@i(t) = &(1) — (z;(t) = &(1)))

g

— ki(wi(t) — &i(t) — cu(t)), :(0) = xi0, (19)
) =— S (@) - &) + Y (1 - ) z:(t)

invj invj

— ki (&i(t) —ywi), &(0) = o, (20
where x;(t) and & (¢t) € R, 4 = 1,..., N are the current
position and the desired relative position of agent ¢ in x-
axis, respectivelyl; Wy = [wz1, ..., wzN] € RY is a constant
vector which represents the desired baseline formation in z-
axis of the agent teams with w,; € R4 denoting the desired
relative position of individual agent ¢; and c;(¢t) € R is a
time-varying tracking command for the formation in x-axis
with bounded time rate of change (i.e., |¢z(t)| < ¢ where
¢z € Ry). Along the lines of the discussion in the last
paragraph of Section III-A, the tracking command for the
second layer (20) is now explicitly in the form of yw;, where
v € Ry plays the role as the command scaling factor for the
formation. In addition, we consider the network has at least
one leader, where k; = 1 if agent ¢ is the leader and k; = 0
otherwise. Thus, the tracking command c,(t) and the scaling
factor ~ are only available to the leader(s).

For stability analysis, we define the position error as

i(t) £ xi(t) — &i(t) — ca(t),

and taking its time derivative to obtain

i(t) == ) (@:(t) = Fi(t) — kai(t) — &) — éa(t),

i~ ]

Wy 5
Wi

2n

7:(0) = Zi0. (22)

IThe same structure is utilized for y-axis, and hence, omitted.
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Fig. 3. The evolution of z(¢) under the protocol (15) in Example 1.

Let #(t) 2 [#1,...,2n]T € RN and € 2 [&1,...,¢N]T €
RY be the aggregated vectors. Then, (22) can be written in
the compact form given by

I(t) = —GE(t) — £(t) — éx(t)1y, Z(0) =0  (23)
where G £ L£(G) + K with K = diag([k1,...,kn]) €
RY*N and £(G) is the standard Laplacian matrix. We note
that GG is a positive definite matrix (e.g., see Lemma 3.3 of
[8D.

We now ready state the following theorem.

Theorem 4. Consider the networked multiagent system given
by (19) and (20), where agents exchange their local mea-
surements under a connected and undirected graph G. Then,
the closed-loop error dynamics given by (23) is input-to-state
stable with the term —&(t) — ¢x(t)1n being considered as
the input.

Utilizing the facts that £(¢) is bounded by Theorem 3,
¢z(t)1n is bounded by assumption, and the matrix G is
positive definite, the result is immediate. Note that when Z(t)
approaches 0, Z;(t) = Z;(t) = 0. As a result, z;(t) —
&(t) — cx(t) = z;(t) — &(t) — ce(t), or equivalently,
zi(t) — Ywzi — cz(t) = z;(t) — Ywa; — co(t) for all
i,7 = 1,..., N, which indicates that agents achieve the
formation and are tracking the command.

IV. ILLUSTRATIVE NUMERICAL EXAMPLES

In this section, we consider several examples to illustrate
four contribution. Specifically, we consider a group of 4 agents
communicating under a connected and undirected graph G as
depicted in Figure 1(a) for all following examples.

Example 1. This example aims to illustrate the proto-
col given by(15). Initially, the state of agents are set to
x2(0) = [—2;3;4;—3]. The desired nullspace is chosen to
be the span of the representative vector w = [1;2;3;4]
and the protocol given by (15) is utilized. To accelerate the
convergence, a gain a = 2 is used to multiply the Tprotocol.

Figure 3 shows that agents converge to vector (““I’wﬂ”g w =
2

[0.1333;0.2667;0.4000; 0.5333] as expected from Theorem
2.
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Fig. 4. The evolution of z(t) under the protocol (18) in Example 2 with
v(t) =2.

Example 2. This example aims to illustrate the result of
Theorem 3. For this example, agent 1 is chosen as the leader.
The initial condition is set to x(0) = [8,4,6,2]T and the
desired nullspace is chosen as w = [1,2,3, 4]T. In this case,
the protocol (17) is implemented and as discussed in the last
paragraph of Section III-A, we should choose the command
c(t) = y(t)w1 = ~(t). Once again, the protocol is multiplied
by a gain a = 5 to accelerate the convergence. Figure 4 shows
that all agents converges to the 2w when (t) = 2.

Example 3. In this example, we illustrate the result of
Theorem 4. Specifically, we choose agent 3 to be the leader
in this case. Initially, agents are located at (z;,y;) =
(—6,2),(—5,4),(=5,7),(—=2,—1) for ¢ = 1,...,4. The
initial desired relative positions of agents in the forma-
tion (£4i,&y:) are set to (6,6),(2,2),(0,3),(1,1) for i =

1,...,4, while the actual desired formation (diamond shape)
is encoded within (wgs, wy:) = (2,3),(3,2),(2,1), (1,2) for
i =1,...,4. The tracking command is set to (¢ (t), cy(t)) =

(0.1¢,2.5in(0.05t)). As discussed in Section III-B, v plays
the role as the scaling factor. Therefore, to see its effect, for
the first 50 seconds, we set v = 1 and for the last 50 seconds,
we set v = 2. Under the proposed protocol given by (19) and
(20), agents achieved the desired the formation while tracking
the command as illustrated in Figure 5. In addition, at t = 50
seconds, the formation size is doubled as expected.

V. CONCLUSION

We generalized the standard Laplacian matrix, which has a
nullspace spanning the vector of ones, through introducing a
new Laplacian matrix, which has a user-assigned nullspace
spanning any vector with positive elements. Focusing on
undirected and connected graphs, the mathematical definition
of this Laplacian matrix was given and its fundamental
properties were shown. Distributed control architecture were
then presented for convergence to the desired nullspace and
for convergence to a specific vector within that nullspace. An
application of the proposed Laplacian matrix to formation
tracking and scaling problem was also given, and several
illustrative numerical examples were shown to complement
our theoretical results. We believe that the contribution of this



Fig. 5.

Response of the multiagent system under the proposed control architecture given by (19) and (20) in Example 3. Circles and square denote

agents’ position at some specific time instants where the square denotes the leader, dashed lines denote agents’ trajectories, and solid lines denote the

communication links between agents.

paper will open up many research directions to investigate
from here toward composing complex cooperative behaviors
in multiagent systems through nullspace assignment and con-
trol.
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